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Tamara Broderick

• My group asks not just what we know, but also: how well do we know it?

• We study uncertainty and robustness -- and design fast, easy-to-use, and provably 

accurate decision-making tools.

Some examples:

• How many new variants can scientists to expect to find when sequencing new genomes? 

We provide a state-of-the-art estimate, calibrated uncertainties, and an optimal tradeoff 

(under a fixed budget) of quantity (# individuals) and quality (sequencing depth).

• Consider an existing famous microcredit data analysis with >16,500 data points. Our work 

shows that if you drop one data point, the sign of the result changes, and if you drop 15 

data points, you can get a significant result of the opposite sign. In general, we provide a 

tool (and supporting theory) to very quickly discover: if you drop a very small fraction of 

your data, how much can your substantive conclusions change?

• We develop a method to enable individuals with severe motor impairments (cerebral 

palsy, locked-in syndrome) to type, draw, game, and generally use computers. We adapt to 

individual users and limited motor control using statistical inference.

We collaborate with: economists, biologists, materials scientists, HCI specialists, and more.

Our methodology and theory draw on measure-theoretic probability, stochastic process 

theory, real analysis, optimization, statistical mechanics, and a lot of other fun math.

tamarabroderick.com
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Online Learning and Optimization Group

Patrick Jaillet

research: online optimization and 

learning problems; applied 

probability

focus: theory, models, algorithms

applications, contexts: 

-routing, mobility, spatial 

explorations

-internet, dynamic resource 

allocations

-cyberinfrastructure security

-sharing economy

-networks
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Sertac Karaman

How fast can birds fly through forests? How quickly 

can robots navigate in cluttered environments? We 

analyze the performance limits for robotic vehicles 

operating in cluttered environments.

As driverless cars edge closer to becoming 
a reality, we ask the question: Can autonomous 

cars substantially improve performance in 
traffic intersections? How about all-autonomous 

transportation networks?

A new approach to teaching feedback control 

systems allows the students to instantly test their 

control design on a palm-size drone in the comfort 

of their room. Each student enrolled in 16.30 will get 

a Parrot mini drone.



LIDS

RESEARCH GROUPS

2024-2025

Communications and Networking Research

Eytan Modiano

We develop architectures and algorithms for communication 

networks, including:
• Machine learning in networks

• Autonomous network control

• Communication for UAVs

• Wireless networks

• Satellite and space networks
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Sasha Rakhlin

Statistical Learning: We study the problem of building a good predictor based on an i.i.d.

sample. While much is understood in this classical setting, our current focus is large

overparametrized models, such as those employed in deep learning. In particular, we

study various measures of complexity of neural networks that govern their out-of-sample

performance. Our recent focus is on statistical and computational aspects of interpolation

methods, as well as understanding the phenomenon of benign overfitting in

overparametrized models.

Contextual Bandits and Reinforcement

Learning: In these problems, data are

collected in an active manner and feedback is

limited. Our work focuses on understanding

the sample complexity and on developing

computationally efficient methods. Among

the highlights is a recent reduction from these

decision-making problems to Supervised

Learning.

Online Learning: We aim to develop robust

prediction methods that do not rely on the i.i.d.

or stationary nature of data. In contrast to the

well-studied setting of Statistical Learning,

methods that predict in an online fashion are

arguably more complex and nontrivial. This field

has some beautiful connections to Statistical

Learning and the theory of empirical processes.

Machine Learning, Sta;s;cs, and Op;miza;on
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Caroline Uhler

«The Uhler Lab develops machine learning 

foundations and methods for integrating 

different data modalities and inferring causal 

relationships from such data. The developed 

methods and algorithms are applied to discover 

the regulatory circuits underlying the programs 

of cells and tissues in health and disease.»
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Wireless Information & Network Sciences

Research Vision: Our research combines

P theoretical analysis for determination of fundamental performance limits;

P the design of practical algorithms that approach such ultimate limits; and

P experimentation, both for validation and for developing realistic models
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Other LIDS Faculty/PIs

Stephen Bates — Statistical inference with AI systems; Data impacted by strategic behavior and information 

asymmetry; Shifting distributions and feedback loops

Priya Donti — Machine learning for forecasting, optimization, and control in high-renewables power grids

Marzyeh Ghassemi — The “Healthy ML” group at MIT focuses on creating and applying machine learning to understand 

and improve health in ways that are robust, private and fair. Health is important, and improvements in health 

improve lives

Kuikui Liu — High-dimensional geometry and analysis of Markov chains

Youssef Marzouk — New methodologies for uncertainty quantification, Bayesian modeling and computation, data 

assimilation, experimental design, and machine learning in complex physical systems

Alexandre Megretski — Nonlinear system identification and model reduction; Nonlinear dynamical system analysis; 

Design and validation of hybrid control algorithms; various topics in Optimization

Sendhil Mullainathan — Uses machine learning to understand complex problems in human behavior, social policy, and 

medicine

Pablo Parrilo — Mathematical optimization, Machine learning, Control and identification, robustness analysis and 

synthesis, and the development and application of computational tools based on convex optimization and 

algorithmic algebra to practically relevant engineering problems
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Manish Raghavan — Application of computational techniques to domains of social concern, including online platforms, 

algorithmic fairness/discrimination, and behavioral economics

Ashesh Rambachan— The intersection of econometrics and machine learning, with focuses on improving decision-making 

in high-stakes settings and improving our understanding of behavior

Philippe Rigollet— The intersection of Statistics, Machine learning, and Optimization, focusing primarily on the design and 

analysis of statistical methods for high-dimensional problems

Martin Wainwright — High-dimensional statistics, Information theory and statistics, and Statistical machine learning

Ashia Wilson — Development of statistical tools for aligning AI with social goals, methodological foundations of 

optimization and related topics
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For more details on these and other 

research being done at LIDS, please 

refer to the LIDS homepage.

lids.mit.edu


